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Abstract

We discuss extensions of Hasse-Minkowski local-global principle to the case of integral
quadratic forms. In particular, we present Kloosterman’s refinement of the Hardy-Littlewood
circle method and show that every large enough integer which is primitively locally represented
by a quadratic form Q of rank at least 4 is also represented by Q over Z.

I pledge my honor that I have not violated the University guidelines during the work on this project.

1 Introduction

The fundamental question in the theory of quadratic forms asks to determine when the equation
Q(x1, . . . , xr) =

∑
1≤i,j≤r aijxixj = n has a solution x ∈ Zr, for arbitrary integers aij and a positive

integer n. When this equation has a solution, we say that the quadratic form Q represents n. In
general, this question is very hard to answer, and throughout the years it inspired the growth of a
very deep theory. However, much more is known about this question is we restrict to certain special
cases, for example to positive definite quadratic forms.

A particularly elegant answer to the above question can be found in case we allow for rational
solutions instead of integer ones. In this case, the local-global principle due to Hasse and Minkowski
answers the question completely.

Theorem 1. (Local-global principle) Let Q(x1, . . . xr) =
∑

1≤i,j≤r aijxixj be a positive definite quadratic
form of rank r and let n ∈ Z. The equation Q(x) = n has a solution x ∈ Qr if and only if it has a
solution in every p-adic completion of the rationals Qp, including R = Q−1.

If the equationQ(x) = n has a solution for overQp for all p ≥ −1, we say that n is locally represented
by Q. Therefore, the local-global principle reduces the question of solving a complicated quadratic
equation in rationals to discussing the behavior of the quadratic form Q modulo various primes. A
refined analysis also shows that it suffices to consider only the primes dividing the determinant det(Q),
which effectively reduces solving Q(x) = n to a finite problem which can be solved by checking a
bounded number of prime moduli.

However, trying to determine when Q(x) = n has integral solutions x ∈ Zr is considerably harder,
because the local-global principle does not hold anymore. For example, the form Q(x, y, z) = 2x2 +
2y2+5z2+2yz locally represents all positive integers which are not of the form 9k±3 or 2odd(8k+7).
Still, Q does not represent 1, as all coefficients of Q are larger than 1. Hence, to correct the statement
of the local-global principle for integral quadratic forms, one needs to require the represented integer
n to be large enough. And indeed, the following theorem of Tartakowski shows that the local-global
principle still holds in this altered form for quadratic forms of rank at least 5.

Theorem 2. ([13]) Let Q be a positive-definite quadratic form of rank r ≥ 5 and let n be a large
enough integer. Then, n is represented by Q if and only if n is locally represented by Q.

Although it may seem slightly unnatural at first, the requirement that Q has rank at least 5 is
very important - the local-global as stated above does not hold for quaternary quadratic forms. For
example, [11] and [15] give an example of the form Q(x, y, z, t) = x2 + y2 + 7z2 + 7t2 which locally
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represents the integers of the form 3 ·72k = (7k)2+(
√
2 ·7k)2+02+02. However, Q does not represent

3 · 72k over Z as any solution x2 + y2 +7z2 +7t2 = 3 · 72k would need to have 7k|x, y, z, t, which would

reduce the above equation to
(

x
7k

)2
+
( y
7k

)2
+7

(
z
7k

)2
+7

(
t
7k

)2
= 3, which obviously has no solutions.

Hence, we need to impose a stronger technical condition in order to extend Tartakowski’s theorem to
quaternary quadratic forms.

Namely, for an integer n, we say that n is primitively locally represented by Q if, for all primes p
and k ≥ 1, the equation Q(x) ≡ n(mod pk) has a solution x with not all entries divisible by p. With
this additional requirement, we are able to show the version of the local-global principle for quaternary
forms. The main step towards this theorem was made by Kloosterman in 1926, and the missing steps
were filled in shortly after.

Theorem 3. ([9]) Let Q be a positive-definite quaternary quadratic form and let n be a large enough
integer. Then, n is represented by Q if n is primitively locally represented by Q.

It is possible to extend the above theorem further, by weakening the conditions of primitive local
representability. Namely, it suffices that no anisotropic prime p divides the integer n to high power.
Here, a prime p is called isotropic if Q(x) = 0 has a nonzero solution in Qp and anisotropic otherwise.
There is no fundamental difference in either of the proofs, and therefore we will present Theorem 3 in
a slightly weaker form. For more detail, one can refer to the survey [12]. A further extension of this
theorem is possible in the case of ternary forms [1]. However, the techniques used to prove this result
are based on the modular forms and differ significantly from the approach we take here. Hence, we
will not go in depth any further. An interested reader can consult books [10], [7] for more information
about modular forms.

The proof of Theorem 3 relies heavily on the circle method, which initially developed by Hardy,
Littlewood and Ramanujan in 1918 in order to estimate the partition number p(n), [4], and on their
work on Waring’s problem, [5]. In 1926, Kloosterman [9] refined some of the estimates using a different
partition on the circle, which ultimately allowed him to improve the error term and essentially prove
Theorem 3. Since then, a number of further applications of the circle method have been developed.
For reference, see [6], [14].

2 Overview of the proof

We begin this section by setting up the notation which will be used and proceed to highlight some of
the key steps of the proof.

Throughout the paper, we will fix a positive-definite quadratic form Q of rank r ≥ 4, with integral
coefficients. To the form Q, we can also associate the matrix A which satisfies Q(x) = 1

2A[x] =
1
2x

TAx,
for x ∈ Zr. The dependence of bounds on Q will sometimes be suppressed in the notation, although
all derived bounds will implicitly depend on Q.

Let r(n) be the number of integer solutions x ∈ Zr to the equation Q(x) = n. The main goal of
the proof will be to derive a asymptotic expression for r(n), which will give

r(n) =
(2π)r/2

|A|1/2Γ
(
r
2

)n r
2
−1σ(n) +Oε(n

r
4
− 1

4
+ε), (1)

for all ε > 0, where the singular series σ(n) is given by σ(n) =
∑

c≥0 c
−rT0(c, n) and

T0(c, n) =
∑

∗

d mod c

∑
h mod c

e

(
d

c
(Q(h)− n)

)
.

The key analytic object that will allow us to understand r(n) is the theta function associated to the
quadratic form Q. The theta function is defined as the generating function of the sequence {r(n)}∞n=0,
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and it can be expressed as

Θ(z) =
∑
n≥0

r(n)e(nz) =
∑
m∈Zr

e (Q(m)z) ,

for z in the upper half-plane H. Here, we adopt the standard notation e(z) = e2iπz, for z ∈ C.
To arrive at the equation 1, the first step is to reconstruct values of r(n) from the associated theta

function. In particular, for z = x+ iy where y = n−1 is fixed, one can write
ˆ 1

0
Θ(z)e(−nz)dx =

ˆ 1

0

∑
n′≥0

r(n′)e
(
(n′ − n)z

)
dx = r(n). (2)

The next step expression 1 is exploit the rich symmetries possessed by theta functions in order to
estimate the mean of the theta function given in 2. Although we only take a glance at these symmetries
in Section 4, we note that a much broader theory of understanding theta functions as modular forms
can be developed (for reference, see [7], [10]). In particular, we will show the Jacobi inversion formula,

which gives in a special case ΘQ(z) = |A|−1/2
(
i
z

)r/2
ΘQ∗(z), where ΘQ∗(z) is the theta function

associated to the adjoint quadratic form Q∗(m) = 1
2A

−1[m]. Using Jacobi inversion, one can transform
the expression 2 to get:

r(n) = |A|−1/2

ˆ 1

0

(
i

z

)r/2

e(−nz)
∑
m∈Zr

e

(
−Q∗(m)

z

)
dx. (3)

The leading term in the above sum occurs at m = 0, and hence evaluating the asymptotics of r(n)

amounts to finding the integral of the type
´ 1
0

(
i
z

)r/2
e(−nz)dx, which we do in Section 6. A rough

heuristic for this is that m = 0 is the only term with constant phase, while the oscillations in the other
terms induce significant cancellation. However, in order to formalize this intuition and estimate the
terms m ̸= 0 precisely, one needs to decompose the interval [0, 1) into smaller, carefully chosen pieces,
on which cancellations occur due to specific behavior of Kloosterman sums. The specific decomposition
we apply is described in Section 3, while the cancellations in Kloosterman sums are discussed in Section
5.

Finally, to make any concrete inference about the asymptotics of r(n) from 1, we need to describe
the behavior of σ(n). Therefore, in Section 7 we discuss the behavior of σ(n). If n satisfies the

appropriate local conditions, we derive a lower bound σ(n) ≥ Ω(1) in case r ≥ 5 and σ(n) ≥ Ω
(

1
logn

)
when r = 4.

The proof presented in this paper is based on the approach taken in [7] and [8]. For the discussion
of local densities in Section 7, we referred to [3] and [11].

3 The circle method and the Farey decomposition

In this section, we derive a formula which expresses the mean of a fucntion f : R → C of period 1
by decomposing the interval [0, 1) into a set of smaller intervals, centered at rational points of small
denominator.

Lemma 4. Let f : R → C be a function satisfying f(x) = f(x+1) and f(−x) = f(x). Then, for any
integer K ≥ 1 we have the following expression:

ˆ 1

0
f(x)dx = 2Re

K∑
c=1

∑
K<d≤c+K
(c,d)=1

ˆ 1/cd

0
f

(
x− d

c

)
dx, (4)

where d denotes the multiplicative inverse of d modulo c.
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Proof. To derive expression 4, we use the Farey sequences. Recall that the Farey sequence of order K,
denoted by FK , is the sequence of rational numbers 0 ≤ a

c < 1 with (a, c) = 1 and c ≤ K, in increasing
order. Before continuing the proof, we will recall a couple of properties of Farey sequences.

If a
c < b

d are adjacent elements of FK , we must have c+d > K. Otherwise, the element a+b
c+d appears

in FK and a
c < a+b

c+d < b
d implies that a

c and b
d are not adjacent. Similarly, we must have bc− ad = 1,

which we show using induction. Suppose that this statement holds in FK′ for some K ′. For a pair of
adjacent elements a

c < b
d of FK′ , the rational number x

y with the smallest denominator lying between

them is precisely a+b
c+d . To see why this holds, note that 1

cd = b
d−

a
c = ( bd−

x
y )+(xy −

a
c ) ≥

1
dy +

1
cy = c+d

cdy .

Hence, we must have y ≥ c+ d, with the equality only if by − dx = cx− ay = 1, i.e. if x
y = a+b

c+d . This

discussion implies that the first element to be inserted between a
c and b

d will be a+b
c+d . However, even

after inserting this element, the above property is maintained because b(c+d)−d(a+ b) = bc−ad = 1
and (a+ b)c− (c+ d)a = bc− ad = 1.

Once we have established these basic properties, let us describe a decomposition of the interval
[0, 1] naturally arising from FK . If a1

c1
< a

c < a2
c2

are the elements adjacent to a
c in FK , we have that

ac1 − a1c = 1 and c + c1 > K. Hence, c1 is the unique integer satisfying K − c < c1 ≤ K for which
c1a ≡c 1. Similarly, c2 is the unique integer satisfying K − c < c2 ≤ K with c2a ≡c −1. Then, a1
and a2 are determined by relations ac1 − a1c = 1, a2c− ac2 = 1. Note that these definitions still make
sense for a

c = 0
1 and a

c = K−1
K , giving − 1

K+1 < 0
1 < 1

K in the first case and K−2
K−1 < K−1

K < K
K+1 in the

second case.
To an element a

c ∈ FK we associate the interval I(ac ) =
(
a+a1
c+c1

, a+a2
c+c2

]
. Then, the intervals I(ac )

partition
(
− 1

K+1 ,
K

K+1

]
, and hence, using the periodicity of f , one can write

ˆ 1

0
f(x)dx =

∑
a
c
∈FK

ˆ
I(a

c
)
f(x)dx =

∑
a
c
∈FK

ˆ a
c
+ 1

c(c+c2)

a
c
− 1

c(c+c1)

f(x)dx =
∑

a
c
∈FK

ˆ 1
c(c+c2)

− 1
c(c+c1)

f
(
x+

a

c

)
dx

=
∑

a
c
∈FK

ˆ 1
c(c+c1)

0
f
(a
c
− x
)
+

ˆ 1
c(c+c2)

0
f
(
x+

a

c

)
dx

=

K∑
c=1

K+c∑
∗

d=K+1

ˆ 1
cd

0
f

(
d

c
− x

)
+

ˆ 1
cd

0
f

(
x− d

c

)
dx.

Now, one can use the additional symmetry of f given by f(−x) = f(x) to arrive at the final expression:

ˆ 1

0
f(x)dx =

K∑
c=1

K+c∑
∗

d=K+1

ˆ 1
cd

0
f

(
d

c
− x

)
+

ˆ 1
cd

0
f

(
x− d

c

)
dx

=

K∑
c=1

K+c∑
∗

d=K+1

ˆ 1
cd

0
f

(
x− d

c

)
+

ˆ 1
cd

0
f

(
x− d

c

)
dx

= 2Re
K∑
c=1

K+c∑
∗

d=K+1

ˆ 1/cd

0
f

(
x− d

c

)
dx.

This completes the proof of the decomposition lemma.

Remark. In the above lemma, the assumption that f possesses an additional symmetry f(−x) = f(x) is
purely a technical one, and it can be removed if one is willing to work with a slightly more cumbersome
expressions.
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Lemma 4 can now be applied to derive an expression for r(n), as indicated in the Section 2. Setting
f(x) = Θ(z)e(−nz), where z = x+ iy, one can take the equation 2 further and get:

r(n) =

ˆ 1

0
Θ(z)e(−nz)dx = 2Re

K∑
c=1

∑
K<d≤c+K
(c,d)=1

ˆ 1/cd

0
Θ

(
z − d

c

)
e

(
−n

(
z − d

c

))
dx

Hence, we arrive at an analytic expression for r(n), given by

r(n) = 2Re
K∑
c=1

ˆ 1/cK

0
T (c, n;x)e(−nz)dx, (5)

where T (c, n;x) corresponds to the following incomplete Kloosterman sum

T (c, n;x) =

c+K∑
∗

d=K+1
cdx<1

e

(
n
d

c

)
Θ

(
z − d

c

)
. (6)

4 Theta functions and the Jacobi inversion

This section is dedicated to exploring the symmetries possessed by a theta function associated to a
quadratic form. Namely, the theta functions can be viewed as a modular form, which means that they
posses symmetries with respect to transformations in a certain congruence subgroup of SL2(Z). A
nice treatment of this can be found in Chapter 10 of [7].

However, in this paper, we will not explore the theta function in greater depth than what is needed
for the proof of the main theorem. Hence, we only prove the most basic version of Jacobi inversion
formula.

Whenever we explore the symmetries of theta functions, the key ingredient is the Poisson sum-
mation, which relates the sum of a function and its Fourier transform over a lattice. The precise
statement follows.

Lemma 5. (Poisson summation) Let f : Rn → R be a rapidly decaying Schwartz function, and let
f̂(ξ) =

´
x∈Rn f(x)e(−x · ξ)dx be its Fourier transform. Then, we have∑

x∈Zn

f(x) =
∑
ξ∈Zn

f̂(ξ).

Equipped with the Possion summation, we proceed to show the Jacobi inversion formula.

Lemma 6. (Jacobi inversion) For any t ∈ Rr and z ∈ H, we have:

∑
m∈Zr

e

(
1

2
A[m+ t]z

)
= |A|−1/2

(
i

z

)r/2 ∑
m∈Zr

e

(
−A−1[m]

2z
+m · t

)
. (7)

Proof. We begin by computing the Fourier transform of the function f(x) = e
(
1
2A[x]z

)
. As A is a

real symmetric positive definite matrix, it is diagonalizable over R (in the sense of quadratic forms).
In other words, we can represent A = BT IB = BTB. Then, A[x] = y · y for y = Bx. Then, we can
compute the Fourier transform of f :
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f̂(ξ) =

ˆ
x∈Rr

f(x)e(−x · ξ)dx =

ˆ
y∈Rr

e

(
1

2
y · yz − y · (BT )−1ξ

)
|B|−1dy =

= |B|−1
r∏

j=1

ˆ
yj∈R

e

(
1

2
y2j z − yjξ

′
j

)
dyj

= |A|−1/2
r∏

j=1

ˆ
yj∈R

exp

(
iπz

(
yj −

ξ′j
z

)2

− 2iπ
ξ′2j
2z

)
dyj

= |A|−1/2e

(
−ξ′ · ξ′

2z

) r∏
j=1

ˆ
yj∈R

(
i

z

)1/2

exp
(
−πy2j

)
dyj

= |A|−1/2

(
i

z

)r/2

e

(
−ξ′ · ξ′

2z

)
,

where ξ′ = (BT )−1ξ implies ξ′ · ξ′ = A−1[ξ]. Before applying Possion summation, note that we need
to use g(x) = e

(
1
2A[x+ t]z

)
= f(x+ t) in the Poisson summation. Still, from the above computation,

it is easy to see that the Fourier transform of g is ĝ(ξ) = f̂(ξ)e(ξ · t). Therefore, Lemma 5 implies

∑
m∈Zr

g(m) =
∑
m∈Zr

f̂(m)e(m · t) = |A|−1/2

(
i

z

)r/2 ∑
m∈Zr

e

(
−A−1[m]

2z
+m · t

)
,

which completes the proof.

Remark. Even though the Jacobi inversion formula does not directly reference the Theta function,

note that one can rewrite 7 to give Θ(z) = |A|−1/2
(
i
z

)r/2
Θ∗(−1/z), where Θ∗(z) is the theta function

associated to the adjoint quadratic form Q∗(m) = 1
2A

−1[m].

Lemma 6 can be used to rewrite the expression 5 in the following way. We begin by splitting

Θ
(
z − d

c

)
into the congruence theta functions Θ(z;h) and applying Jacobi inversion to them:

Θ

(
z − d

c

)
=
∑
m∈Zr

e

(
−Q(m)

d

c

)
e (Q(m)z) =

=
∑

h mod c

e

(
−Q(h)

d

c

)
Θ(z;h),

where Θ(z;h) =
∑

m≡ch
e(Q(m)z). Applying Lemma 6 now implies:

Θ(z;h) =
∑
m∈Zr

e

(
1

2
A[cm+ h]z

)
=
∑
m∈Zr

e

(
1

2
A

[
m+

h

c

]
(c2z)

)

= |A|−1/2

(
i

c2z

)r/2 ∑
m∈Zr

e

(
−A−1[m]

2c2z
+m · h

c

)

= |A|−1/2

(
i

z

)r/2

c−r
∑
m∈Zr

e

(
−A−1[m]

2c2z
−m · h

c

)
.
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Plugging this back into the expression for Θ(z − d
c ), we obtain

Θ

(
z − d

c

)
= |A|−1/2

(
i

z

)r/2

c−r
∑

h mod c

∑
m∈Zr

e

(
−Q(h)

d

c
− A−1[m]

2c2z
−m · h

c

)

= |A|−1/2

(
i

z

)r/2

c−r
∑
m∈Zr

e

(
−Q∗(m)

c2z

) ∑
h mod c

e

(
−d

c
Q(h)− m · h

c

)
,

where Q∗ is the adjoint of Q defined by Q∗(m) = 1
2A

−1[m]. Changing the variables h → hd, we get

Θ

(
z − d

c

)
=|A|−1/2

(
i

z

)r/2

c−r
∑
m∈Zr

e

(
−Q∗(m)

c2z

) ∑
h mod c

e

(
−d

c
Q(h)− d

c
m · h

)
=

=|A|−1/2

(
i

z

)r/2

c−r
∑
m∈Zr

e

(
−Q∗(m)

c2z

)
Gm

(
−d

c

)
,

where Gm

(
d
c

)
is the Gauss sum given by

Gm

(
−d

c

)
=

∑
h mod c

e

(
−d

c
(Q(h) + h ·m)

)
.

Looking back at the definition of T (c, n;x) in 6

T (c, n;x) = |A|−1/2

(
i

z

)r/2

c−r
∑
m∈Zr

e

(
−Q∗(m)

c2z

) K+c∑
∗

d=K+1
cdx<1

e

(
n
d

c

)
Gm

(
−d

c

)
(8)

From the above equation, it is clear that the quantity of interest is

Tm(c, n;x) =

K+c∑
∗

d=K+1
cdx<1

e

(
n
d

c

)
Gm

(
−d

c

)
. (9)

As we will see in the next section, Tm(c, n;x) is closely related to Kloosterman sums (or Salié sums if
r is odd). Hence, the key step of the proof is obtaining a good upper bound on Tm(c, n;x)

5 Upper bounds on Kloosterman sums

The goal for this section is to prove the following upper bound on Tm(c, n;x).

Lemma 7. Let Tm(c, n;x) be defined by expression 9. Then, for every ε > 0 one has

Tm(c, n;x) ≤ Oε

(
(n, c1)

1/2c
1/2
0 c

r
2
+ 1

2
+ε
)
, (10)

where c1 is the largest factor of c with (c1, 2|A|) = 1 and c0 = c/c1.

Proof. The proof has four main steps. We begin by completing the sum Tm(c, n;x) to eliminate
dependence on x, which will allow us to focus on the complete sums K(l, n,m; c). Next, we show
that the complete sums satisfy a multiplicativity property, which allows us to break the analysis into
two moduli - one that it coprime to 2|A| and one that is not. To analyze the arising sums, we show
how to estimate and compute some of the Gauss sums involved. Finally, this reduces the problem of
estimating the K(l, n,m; c) to the problem of estimating Kloosterman sums, which can be done either
using the Weil bound, or by bounding higher moments of the Kloosterman sums.

As explained, the first step of the proof separates the dependence on x from the sum 9, hence
making the sums easier to understand.
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Lemma 8. Let γ(l) = 1
c

∑min{K+c, 1
cx

}
b=K+1 e

(
− bl

c

)
, K(l, n,m; c) =

∑
∗
d mod c

e
(
ld+nd

c

)
Gm

(
−d

c

)
. Then,

Tm(c, n;x) =
∑

l mod c

γ(l)K(l, n,m; c). (11)

Proof of Lemma 8. Expression 11 can be derived from the following simple computation.

∑
l mod c

γ(l)K(l, n,m; c) =
1

c

∑
l mod c

min{K+c,1/cx}∑
b=K+1

∑
∗

d mod c

e

(
−bl

c

)
e

(
ld+ nd

c

)
Gm

(
−d

c

)

=

min{K+c,1/cx}∑
b=K+1

∑
∗

d mod c

e

(
nd

c

)
Gm

(
−d

c

)
1

c

∑
l mod c

e

(
l

c
(b− d)

)

=

min{K+c,1/cx}∑
b=K+1

∑
∗

d mod c

e

(
nd

c

)
Gm

(
−d

c

)
1b=d

=

min{K+c,1/cx}∑
∗

d=K+1

e

(
nd

c

)
Gm

(
−d

c

)
= Tm(c, n;x)

Lemma 8 reduces the task of bounding Tm(c, n;x) to that of bounding γ(l) and K(l, n,m; c). If we

choose l such that |l| ≤ c/2, the term γ(l) can be bounded by |γ(l)| ≤ O
(

1
l+1

)
. This is trivial for

l = 0, and for l > 0 we have

|γ(l)| = 1

c

∣∣∣∣∣∣
min{K+c,1/cx}∑

b=K+1

e

(
−bl

c

)∣∣∣∣∣∣ = 1

c

∣∣∣∣∣e
(
−(K + 1)b

c

)
e
(
− lS

c

)
− 1

e
(
− l

c

)
− 1

∣∣∣∣∣
Note that

∣∣e(− l
c)− 1

∣∣ ≥ sin( lc) ≥ Ω( lc) and therefore |γ(l)| ≤ 1
cO
(

1
l/c

)
= O

(
1

l+1

)
. Now, we direct

our attention to a more involved task of bounding K(l, n,m; c). In order to do that, we begin by
discussing a multiplicativity property obeyed by these sums.

Lemma 9. Let c1 be the largest divisor of c with (c1, 2|A|) = 1 and let c0 = c/c1. Then, the following
multiplicativity property holds for the sums K(l, n,m; c):

K(l, n,m; c) = K(c0)(l, n,m; c1)K
(c1)(l, n,m; c0),

where the superscipts (c0), (c1) indicate that e(z) is replaced by e(c0z), e(c1z), respectively. Here c0, c1
denote the multiplicative inverses of c0, c1 modulo c1, c0, respectively.

Proof. The proof of the lemma is based on the Chinese Remainder theorem, which states that for
coprime integers c0, c1 there is a ring homomorphism ϕ : Z/c0Z×Z/c1Z → Z/cZ given by ϕ(d0, d1) =
c1c1d0 + c0c0d1, which commutes with the canonical projections. We have

K(c0)(l, n,m; c1)K
(c1)(l, n,m; c0) =

=
∑

∗

d0 mod c0

∑
∗

d1 mod c1

e

(
c1ld0 + c1nd0

c0

)
G(c1)

m

(
−d0
c0

)
e

(
c0ld1 + c0nd1

c

)
G(c0)

m

(
−d1
c1

)

=
∑

∗

d0 mod c0

∑
∗

d1 mod c1

e

(
ld+ nd

c

)
G(c1)

m

(
−d0
c0

)
G(c1)

m

(
−d1
c1

)
,

8



where d = ϕ(d0, d1). The Gauss sums G
(c1)
m , G

(c0)
m also satisfy the same multiplicativity property, as

the following straightforward calculation shows

G(c1)
m

(
−d0
c0

)
G(c1)

m

(
−d1
c1

)
=

∑
h0 mod c0

∑
h1 mod c1

e

(
−c1d0

c0
(Q(h0) +m · h0)−

c0d1
c1

(Q(h1) +m · h1)
)

=
∑

h0 mod c0

∑
h1 mod c1

e

(
−d

c
(Q(h) +m · h)

)
= Gm

(
−d

c

)
,

where h = ϕ(h0, h1). Combining the previous two conclusions completes the proof.

We will now estimate the sums K(c1)(l, n,m; c0) and K(c0)(l, n,m; c1) separately, by investigating
the behavior of Gauss sums modulo c0, c1. We begin by an ad hoc bound for Gauss sums modulo c0.

Lemma 10. If (c, d) = 1, we have Gm

(
d
c

)
≤ O(cr/2).

Proof. We have ∣∣∣∣Gm

(
d

c

)∣∣∣∣2 = ∑
h1,h2 mod c

e

(
d

c
(Q(h1)−Q(h2)) +

d

c
(h1 − h2) ·m

)
.

It is not hard to see that

Q(h1)−Q(h2) =
1

2
hT1 Ah1 −

1

2
hT2 Ah2 =

1

2
(h1 + h2)

TA(h1 − h2).

Hence, substituting x = h1 + h2, y = h1 − h2 gives∣∣∣∣Gm

(
d

c

)∣∣∣∣2 = ∑
x,y mod c

e

(
y ·
(

d

2c
Ax+

d

c
m

))
= cr

∣∣∣∣{x mod c :
1

2
Ax+ dm ≡c 0

}∣∣∣∣ .
Hence,

∣∣Gm

(
d
c

)∣∣2 ≤ cr| kerZ/cZA|, where A is though of as a linear map from (Z/cZ)r to (Z/cZ)r.
We will now show that | kerZ/cZA| ≤ |A|r, which immediately implies the statement of the lemma.
Note that | imZ/cZA| · | kerZ/cZA| = cr. One can show that | imZ/cZA| ≥ cr/(c, |A|)r by seeing that
|A|x = A(|A|A−1x) ∈ imZ/cZA for all x ∈ (Z/cZ)r. Therefore, we have | kerZ/cZA| ≤ (c, |A|)r ≤ |A|r,
which completes the proof.

Using Lemma 10, one trivially gets |K(c1)(l, n,m; c0)| ≤ O(c
r/2+1
0 ). Although this bound is clearly

not the best possible, it will suffice for our purposes. On the other hand, we can exploit the fact
(c1, 2|A|) = 1 to evaluate the Gauss sums appearing in K(c0)(l, n,m; c1) precisely.

Lemma 11. Assume that (c, 2|A|d) = 1. Then,

Gm

(
d

c

)
=

(
|A|
c

)(
εc

(
2d

c

)√
c

)r

e

(
−d

c
Q∗(m)

)
,

where εc = 1 if c ≡4 1 and εc = i if c ≡4 −1.

Proof of Lemma 11. In this proof, we will use the fact that the Gauss sum is easy to compute in the
one dimensional case, giving

∑
h∈Z/cZ e(

d
ch

2) =
(
d
c

)
εc
√
c. To compute the Gauss sum in the general

case with linear terms, we begin by diagonalizing the matrix A, and completing the square. More
precisely, as (c, 2|A|) = 1, the matrix A is diagonalizable modulo c, i.e. there exists a matrix B with

9



BTAB = D, where B is an invertible matrix and D is diagonal. Then, Q(h) = 1
2h

TAh = 1
2g

TDg, for
g = B−1h. Moreover, if we let m′ = BTm, we get:

Q(h) + h ·m ≡c
1

2
D[g] + g ·m′ ≡c

1

2

∑
i

Dii

(
gi +

m′
i

Dii

)2

− m′2
i

Dii

It is not hard to see that
∑

i
m′2

i

D2
ii
≡c D

−1[BTm] ≡c m
TBB−1A−1(BT )−1BTm ≡c A

−1[m]. Hence,

Gm

(
d

c

)
=

∑
h mod c

e

(
d

c
(Q(h) + h ·m)

)

=
∑

g mod c

e

(
d

c

∑
i

Dii

2

(
gi +m′

iDii

)2)
e

(
− d

2c
A−1[m]

)

= e

(
−d

c
Q∗(m)

) r∏
i=1

∑
gi mod c

e

(
d

c

Dii

2

(
gi +m′

iDii

)2)

= e

(
−d

c
Q∗(m)

) r∏
i=1

εc

(
dDii/2

c

)√
c

= e

(
−d

c
Q∗(m)

)(
|A|
c

)(
εc

(
2d

c

)√
c

)r

,

where we have used
∏

iDii = |D| ≡c |A||B|2. This completes the proof.

Using the expression given by Lemma 11, we can rewrite K(c0)(l, n,m; c1) in the following way

K(c0)(l, n,m; c1) =
∑

∗

d1 mod c1

e

(
c0
ld1 + nd1

c1

)
Gm

(
−c0d1

c1

)

=

(
|A|
c1

)
εrc1c

r/2
1

(
−2c0
c1

)r ∑
∗

d1 mod c1

(
d1
c1

)r

e

(
c0
ld1 + nd1

c1

)
e

(
d1c0
c1

Q∗(m)

)
.

Depending on the parity of r, the arising sum is either a classical Kloosterman sum or a Salié sum.
In both cases, we have the following bound for these:

Sr(l
′, n′; c1) =

∑
∗

d1 mod c1

(
d1
c1

)r

e

(
l′d1 + n′d1

c1

)
≤ (l′, n′, c1)

1
2 c

1
2
1 τ(c1). (12)

This bound follows from Weil’s proof of Riemann hypothesis over finite fields. Unfortunately, it is out
of the scope of this paper to prove it. At the same time, this bound is essentially the best possible.

It is worth noting that Kloosterman’s initial proof did not use the Weil bound. Kloosterman came
up with an elementary argument which shows that |Sr(l, n; p)| ≤ p

3
4 , by evaluating the higher moments

of the Vk(p) =
∑

a Sr(1, a; p)
k using arithmetic arguments. A good reference on this topic is Chapter

4 of [7].

In any case, by using the bound 12, we immediately get |K(c0)(l, n,m; c1)| ≤ (n, c1)
1
2 c

r+1
2

1 τ(c1).
Bringing the bounds for K(c0)(l, n,m; c1) and K(c1)(l, n,m; c0) together, we have

|K(l, n,m; c)| ≤ O

(
(n, c1)

1
2 c

1
2
0 c

r+1
2 τ(c1)

)
.

If we sum over all l, using the bound γ(l) ≤ O( 1
l+1), we get the wanted bound for Tm(c, n;x):

Tm(c, n;x) ≤ O((n, c1)
1
2 c

1
2
0 c

r+1
2 τ(c1) log c)

10



6 Deriving the asymptotics of r(n)

Let us recall the formula determining r(n), and let us expand it in terms of Tm(c, n;x), by combining
expressions 5, 8 and 9.

r(n) = 2|A|−1/2Re
K∑
c=1

c−r

ˆ 1/cK

0

(
i

z

)r/2

e(−nz)
∑
m∈Zr

e

(
−Q∗(m)

c2z

)
Tm(c, n;x)dx

We will show that the leading term in the above expression comes fromm = 0 when 0 < x < 1
c(c+K) ,

while all other terms are of lower order. In what follows, the notation
∑′ implies that the term with

m = 0, 0 < x < 1
c(c+K) is not included in the sum. The goal of the following computation is to

bound the error term arising in the final formula for r(n). If we denote the complete sum T0(c, n; 0)
by T0(c, n), we have

T (c, n;x) = |A|−1/2c−r

(
i

z

)r/2

T0(c, n)10<x< 1
c(c+K)

+

+O

(
|z|−r/2c−r

∑′

m∈Zr

∣∣∣∣e(−Q∗(m)

c2z

)∣∣∣∣ (n, c1)1/2c1/20 c
r+1
2

+ε

)
︸ ︷︷ ︸

E

(13)

Using the fact that Q∗(m) ≥ α|m|2 for some α > 0, which follows from positive definiteness, we have

E ≤ O

(
|z|−

r
2 c−

r
2
+ 1

2
+ε(n, c1)

1/2c
1/2
0

∑′

m∈Zr

exp

(
− 2παy

c2|z|2
|m|2

))
,

where z = x + iy. If we set y = 1/n, K =
√
n it is easy to see that y

c2|z|2 ≥ 1
2 . This is because

c2|z|2/y = c2(x2 + y2)/y ≤ c2( n
K2c2

+ n−1) ≤ 2.
Note that there exists an absolute constant C such that for all t ≥ πα,m ̸= 0, one has exp(−t|m|2) ≤

Ct−r/4 exp(−|m|2). Hence, for x < 1
c(c+K) , i.e. when m = 0 is not included in the sum we set t = 2παy

c2|z|2
to get

|z|−
r
2 c−

r
2

∑′

m∈Zr

exp

(
− 2παy

c2|z|2
|m|2

)
≤ O

(
|z|−

r
2 c−

r
2

∑′

m∈Zr

(
2παy

c2|z|2

)−r/4

exp(−|m2|)

)
≤ O

(
y−r/4

)
.

If x > 1
c(c+K) , we also have y

c2|z|2 ≤ 4. This is because c2|z|2/y ≥ c2 1
c2(c+K)2y

≥ n
4K2 ≥ 1

4 . As the sum

has only one term with m = 0 one also derives

|z|−
r
2 c−

r
2

∑′

m∈Zr

exp

(
− 2παy

c2|z|2
|m|2

)
≤ O(y−r/4).

Hence, in either case we have E ≤ O(nr/4+ε(n, c1)
1/2c

1/2
0 c1/2). Thus, the expression for r(n) becomes

r(n) = 2|A|−1/2Re

ˆ 1/c(K+c)

0

(
i

z

)r/2

e(−nz)dx+O

nr/4+ε
∑
c≤K

(n, c1)
1/2c

1/2
0 c1/2

cK

 .

Again, it is not hard to bound the error term by noting that

∑
c≤K

(n, c1)
1/2c

1/2
0

c1/2
=

K∑
δ=1
δ|n

K∑
c=1

(c1,n)=δ

δ1/2

c
1/2
1

≤
K∑
δ=1
δ|n

δ1/2
K∑

c0=1
rad(c0)|2|A|

K/δ∑
l=1

1

l1/2
≤

K∑
δ=1
δ|n

δ1/2KεK
1/2

δ1/2
≤ O(K1/2+ετ(n)).

11



Therefore, we arrive at the final bound for the error term, giving

r(n) = 2|A|−1/2
∑
c≤K

c−rT0(c, n)Re

ˆ 1/c(K+c)

0

(
i

z

)r/2

e(−nz)dx+O
(
n

r
4
− 1

4
+ε
)
. (14)

The final step of the computation amounts to evaluating the remaining integral, which is done using
the following lemma.

Lemma 12. For y > 0 we have

ˆ ∞+iy

−∞+iy

(
i

z

)r/2

e(−nz)dx =
(2π)r/2

Γ( r2)
n

r
2
−1.

Proof. The proof of this lemma is based on the standard contour integration techniques. The cases of
odd and even r differ slightly, as the integrand is a meromorphic function when r is even. When r is
odd, the integrand has a branch cut along the positive real axis.

In any case, using Cauchy’s theorem, the contour −∞+ iy → ∞+ iy can be transformed into the
contour C− ∪ CR ∪ C+, as drawn on the diagram.

In the drawn contour, CR is an arc of the circle of radius R, while C+ and C− can be made
arbitrarily close to the real axis. We will prove the lemma by induction on r. Let us begin by
discussing cases r = 1, 2.

When r = 1, as R → 0 we have
´
CR

f(z)dz ≤ 2πR
∣∣∣ 1√

R

∣∣∣ → 0. Moreover, it is easy to see that f

differs by a sign above and below the real axis and therefore
ˆ
C−

f(z)dz +

ˆ
C+

f(z)dz = 2

ˆ ∞

0

√
i√
x
e−2iπnxdx = 2

ˆ ∞

0

√
i√
x
e−2iπnxdx.

Introducing y = 2iπnx, we arrive at

2

ˆ i∞

0

√
i√
x
e−2iπnxdx =

√
2

nπ

ˆ i∞

0

e−y

√
y
dy =

√
2

n
,

where we have used once more Cauchy’s theorem and evaluated Γ(12) =
´∞
0

e−y
√
y dy =

√
π.

In case r = 2, the integral over CR is 2π, while the contours C+ and C− cancel out due to the fact
that the integrand is continuous in this case. Hence, the above formula holds in cases r = 1, 2.

For r > 2, we apply partial integration on u = e(−nz), dv =
(
i
z

)r/2
, giving

ˆ
C

(
i

z

)r/2

e(−nz)dz = −
ˆ
C

2i2πn

− r
2 + 1

(
i

z

)r/2−1

e(−nz)dz =
2πn
r
2 − 1

(2π)
r
2
−1

Γ
(
r
2 − 1

)n r
2
−2 =

(2π)r/2

Γ( r2)
n

r
2
−1.

This completes the proof of the lemma.
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Deriving the final formula for r(n) is now simple. First, use the fact that

2Re

ˆ 1
c(c+K)

0

(
i

z

)r/2

e(−nz)dx =

ˆ ∞

−∞

(
i

z

)r/2

e(−nz)dx+O
(
(cK)

r
2
−1
)
.

It suffices to note that the error term introduced by changing the integration bounds in 14 is bounded

by O
(
(cK)

r
2
−1
)
in every integral, and therefore the total error term can be bounded by

∑
c≤K

c−rT0(c, n)(cK)
r
2
−1 ≤ O

∑
c≤K

c−r(n, c1)
1
2 c

1/2
0 c

r
2
+ 1

2
+ε(cK)

r
2
−1


≤ O

Kr/2−1+ε
∑
c≤K

(n, c1)
1
2

c
1/2
1


≤ O

(
Kr/2−1/2+2ε

)
,

which is still less than the previous error term acquired. Note that the tail of the series
∑

c≥K c−rT0(c, n)
can be bounded using Lemma 7, and hence we can extend the sum to an infinite one. Therefore, we
arrive at the asymptotic formula for r(n):

r(n) = |A|−1/2 (2π)
r/2

Γ( r2)
n

r
2
−1
∑
c≥1

c−rT0(c, n) +O
(
n

r
4
− 1

4
+ε
)

The term σ(n) =
∑

c≥1 c
−rT0(c, n) converges absolutely by virtue of bound 7. Still, the term σ(n) is

called the singular series because of its relation to rational singularities.
This is the term which is characterized by local representability of n. In the next section, we will

show that, if n satisfies the appropriate local conditions, we must have σ(n) ≥ Ω
(

1
logn

)
. Then, we

see that for r ≥ 4 one has r(n) ∼ Θ(n
r
2
−1σ(n)), implying that n can be represented by a quadratic

form Q.

7 Singular series and local densities

The goal of this section is to investigate in more detail the singular series σ(n), which is needed in order
to derive Theorem 3 from the asymptotic expression 1. More specifically, we will show the following
lemma.

Lemma 13. If Q has rank r ≥ 5 and n is a positive integer which is locally represented by Q, then

σ(n) = Θ(1). Similarly, if rank of Q is r = 4, we have σ(n) ≥ Ω
(

1
logn

)
for all n that are primitively

represented by Q.

Note that Lemma 13 implies Theorem 3 almost immediately - it suffices to notice that the error term
in 1 is smaller than the leading term whenever n satisfies the appropriate local conditions. Hence, we
must have r(n) > 0 for all such n.

The proof of Lemma 13 will be based on the relation between σ(n) and the local densities δp(n).
Therefore, before passing to the proof of Lemma 13, we need to introduce the notion of the local
density, which captures how often an integer is represented in Zp. If p ≥ 2 is a prime, we define the
local density δp(n) as

δp(n) = lim
k→∞

∣∣{h ∈ (Z/pkZ)r : Q(h) ≡pk n}
∣∣

pk(r−1)
.
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It is not hard to see that, if n is a positive integer, the above ratio stabilizes for large enough k and
hence the limit is well-defined. The intuition behind this definition is that there are prk possible values
for h, and generically we expect about p−k proportion of them to have Q(h) ≡pk n. Hence, δp(n) is the
ratio of the real number of solutions to Q(h) ≡pk n with the generically expected one. Understanding
or computing local densities in general is not very easy, and [3] provides a nice discussion of known
results.

The following lemma shows the tight connection between the local densities and the singular series,
which will be the key to understanding the behavior of σ(n).

Lemma 14. Let P be a set of primes. If π(c) denotes the set of prime divisors of c, we have:∑
c:π(c)⊆P

c−rT0(c, n) =
∏
p∈P

δp(n). (15)

In particular, if P is the set of all primes we have σ(n) =
∏

p≥2 δp(n).

Proof. In this proof, we apply the well-known Möbius inversion formula, which states the follow-
ing: if f, g : Z>0 → C are multiplicative functions with f(n) =

∑
m|n g(m), then we have g(m) =∑

n|m µ
(
m
n

)
f(n). Here, the Möbius function µ : Z>0 → C is a multiplicative function given by

µ(p1 . . . pk) = (−1)k for primes p1, . . . , pk and µ(n) = 0 for all n which are not squarefree.
To prove equation 15, we recall the definition of T0(c, n):

T0(c, n) =
∑

h mod c

∑
∗

d mod c

e

(
d

c
(Q(h)− n)

)
.

Note that the inner sum in T0(c, n) is a simple Ramanujan sum which can be evaluated using the
Möbius inversion formula.

Lemma 15. For an arbitrary integer b, we have∑
∗

d mod c

e

(
bd

c

)
=
∑
q|(b,c)

µ

(
c

q

)
q. (16)

Proof. Let us define f(c) =
∑

∗
d mod c

e
(
bd
c

)
and g(q) = 1b|qq, where 1b|q is the indicator which

evaluates to 1 if and only if b|q. With these definitions, we have∑
c|q

f(c) =
∑
c|q

∑
∗

d mod c

e

(
bd

c

)
=
∑
c|q

∑
d mod q
(d,q)= q

c

e

(
bd
q
cc

)
=

∑
d mod q

e

(
bd

q

)
= 1b|qq = g(q).

Applying Möbius inversion hence gives:∑
∗

d mod c

e

(
bd

c

)
=
∑
q|c

µ

(
c

q

)
1q|bq =

∑
q|(b,c)

µ

(
c

q

)
q,

completing the proof of Lemma 15.

In light of expression 16, one has the expression for T0(c, n) and a partial sum of σ(n):

T0(c, n) =
∑

h mod c

∑
q|(c,Q(h)−n)

µ

(
c

q

)
q =

∑
q|c

µ

(
c

q

)
|{h mod c : Q(h) ≡q n}|

= cr
∑
q|c

µ

(
c

q

)
q1−r |{h mod q : Q(h) ≡q n}| .
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If P is finite, letting s = (
∏

p∈P p)k and using Möbius inversion once more, we get the following
conclusion: ∑

c|s

c−rT0(c, n) = s1−r |{h mod s : Q(h) ≡s n}|

As we let k go to infinity, the absolute convergence of the singular series gives that:∑
π(c)⊆P

c−rT0(c, n) =
∏
p∈P

δp(n). (17)

In case P is an infinite set of primes, P = {p1, p2, . . . }, defining sk =
∏k

i=1 p
k
i and letting k → ∞

gives the same result. In any case, we conclude that the singular series σ(n) can be expressed as the
product of δp(n) over all primes p, σ(n) =

∏
p δp(n). Thus, the proof of Lemma 14 is complete.

Remark. In fact, one can interpret the leading term (2π)r/2n
r
2−1

|A|1/2Γ( r
2)

in the formula 1 as the local density

with respect to R. From this perspective, we can say that r(n) ∼
∏

p≥−1 δp(n).

Equipped with the relation between δp(n) and σ(n), we are ready to prove Lemma 13.

Proof of Lemma 13. Once the formula σ(n) =
∏

p δp(n) is established, the proof is based on analyzing
local densities at various primes, depending on whether p divides 2|A| or not. We begin by discussing
the primes not dividing 2|A|. In case r ≥ 5, it is easy to bound their contribution by a constant, while
r = 4 requires a little more work and has a slightly worse bound.

Lemma 16. If r = 4, we have:

∏
p ̸ | 2|A|

δp(n) = Θ

 ∏
p|n,(p,2|A|)=1

(1− χD(p)p
−1)

 ≥ Ω

(
1

log n

)
,

where D = (−1)r/2|A| and χD(p) =
(
D
p

)
.

Proof. As we are working with odd primes not dividing |A|, Lemma 11 gives an efficient way to evaluate
the Gauss sums, which proves the statement quickly. We begin by fixing a prime p with (p, 2|A|) = 1
and computing the local density δp(n). After than, a series of simple estimates will yield the desired
statement.

To isolate the local density modulo p, we plug s = pvp(n)+1 = pαp into equation 15 and get

δp(n) =
∑
c=pk

c−r
∑

∗

d mod c

G0

(
d

c

)
e

(
−n

d

c

)
.

As every term c appearing in the sum is coprime to 2|A|, Lemma 11 applies to give:

δp(n) =
∑
c=pk

c−r
∑

∗

d mod c

(
|A|
c

)(
εc

(
2d

c

)√
c

)r

e

(
−n

d

c

)
=
∑
c=pk

(
D

c

)
c−r/2

∑
∗

d mod c

e

(
−n

d

c

)
,

15



We recognize the expression from the Lemma 15 in the above equation, and by using multiplicativity
of µ and χD, we get

δp(n) =
∑
c=pk

χD(c)c
−r/2

∑
∗

d mod c

e

(
−n

d

c

)

=
∑
c=pk

χD(c)c
−r/2

∑
q|(c,n)

µ

(
c

q

)
q

=
∑

q|(s,n)

q
∑
q|c|s

µ

(
c

q

)
χD(c)c

−r/2

=
∑

q|(s,n)

q1−
r
2χD(q)

∑
c| s

q

µ(c)χD(c)c
−r/2

=
∑

q|(s,n)

q1−
r
2χD(q)

∏
p| s

q

(1− χD(p)p
−r/2).

Using the fact that vp(s) = αp = vp(n) + 1 we get (s, n) = pαp−1 implying

δp(n) =
1− χD(p

αp)pαp(1− r
2)

1− χD(p)p
1− r

2

(1− χD(p)p
− r

2 ).

Having derived an expression for δp(n), we proceed to estimate the product of local densities at primes
p coprime to 2|A|:∏
(p,2|A|)=1

δp(n) =
∏

(p,2|A|)=1
p|n

(
1− χD(p

αp)pαp(1− r
2)
)

︸ ︷︷ ︸
P1

∏
(p,2|A|)=1

p|n

1

1− χD(p)p
1− r

2

︸ ︷︷ ︸
P2

∏
(p,2|A|)=1

(
1− χD(p)p

− r
2

)
︸ ︷︷ ︸

P3

.

The products P1, P3 are simple to bound by absolute constants, as the appearing exponents are all at
least 2. Namely, we have:∏

p

(
1− 1

p2

)
≤ min{P1, P3} ≤ max{P1, P3} ≤

∏
p

(
1 +

1

p2

)
.

Therefore, we conclude that P1, P3 = Θ(1). As r = 4, the product P2 can be bounded by∏
p|n

(
1 +

1

p

)
≥ P2 ≥

∏
p|n

(
1− 1

p

)
.

After taking logarithms, this transforms to∑
p|n

1

p
+Θ(1) ≥ logP2 ≥ −

∑
p|n

1

p
+Θ(1).

Using the fact that the sum of reciprocals of all primes up to n is O(log log n), we have O(log n) ≥
P2 ≥ Ω

(
1

logn

)
, which completes the proof.

Remark. For r = 4, the estimate from the proof can be improved to deduce
∏

(p,2|A|)=1 δp(n) ≥
O((log logn)−1), through a more precise estimate of the sum

∑
p|n

1
p , which can in fact be bounded

by O(log log log n). However, this has no effect on the proof itself and hence, for the sake of brevity,
we do not present this argument.
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Now, we deal with the case r ≥ 5 and (p, 2|A|) = 1.

Lemma 17. If r ≥ 5, we have: ∏
p̸ | 2|A|

δp(n) = Θ(1).

Proof. The proof will be somewhat similar to the proof of Lemma 16 in that we will use Lemma 11
to evaluate the arising Gauss sums. However, the fact r ≥ 5 ensures fast convergence of the singular
series using the simplest bounds, which will allows to bound the product of local densities by absolute
constants.

We begin by using Lemma 11 to deduce the trivial bound |T0(c, n)| ≤ c
r
2
+1 when (c, 2|A|) = 1.

Therefore we have the upper bound,∑
(c,2|A|)=1

c−rT0(c, n) ≤
∑

(c,2)=1

c1−
r
2 ≤ (1− 2−3/2)ζ

(
3

2

)
≈ 1.69.

This also translates to give the lower bound by:∑
(c,2|A|)=1

c−rT0(c, n) ≥ 1−
∑

(c,2)=1
c>1

c1−
r
2 ≥ 2− (1− 2−3/2)ζ

(
3

2

)
≈ 0.31.

Combined with Lemma 14, this completes the proof.

Lemmas 16 and 17 complete the discussion of primes coprime to 2|A|. Now, we have two lemmas
estimating local densities at the remaining finitely many primes.

Lemma 18. If p divides 2|A| and n is primitively locally represented by Q, then δp(n) ≥ Ω(1).

Proof. We will present the proof in case p is odd. The case p = 2 can be dealt with in a similar
fashion, with a little more care.

We begin by diagonalizing Q and writing Q =
∑

i p
aicix

2
i , for some integers a1, . . . , ar ≥ 0 and

some units c1, . . . , cr ∈ (Z/pZ)∗. Moreover, we let k ≥ 2maxi{ai} + 1 = M . We will show that the
number of primitive solutions x = (x1, . . . , xr) ∈ Sk =

∏r
i=1 Z/pk−aiZ is at least p(r−1)(k−M), where

a primitive solution is one where not all entries are divisible by p. In order to show this, we describe
a lifting process which starts from a primitive solution to the equation Q(x) ≡pk n, living in Sk and
lifts it to pr−1 different solutions to the equation Q(x) ≡pk+1 n in Sk+1.

To describe this lifting process, suppose we are given a primitive solution x ∈ Sk and consider a
potential lift x′ ∈ Sk+1 given by x′i = xi + αip

k−ai , for (α1, . . . , αr) ∈ (Z/pZ)r. This lift satisfies the
equation Q(x′) ≡pk+1 n if and only if

Q(x1, . . . , xn) + pk
r∑

i=1

2xiciαi ≡pk+1 n, (18)

where we has used the fact k ≥ M to get rid of higher powers of p. As Q(x) ≡pk n, we can write

Q(x) ≡pk+1 n+ apk, and the equation 18 becomes

r∑
i=1

2xiciαi ≡p a (19)

The assumption that x is a primitive solution ensures that some αi has a non-zero coefficient on the
left hand side, meaning that the equation 19 has at least pr−1 solutions. Note that throughout this

17



lifting process, all possible lifts of x retain the same projection onto Sk. Therefore, lifts arising from
different solutions x1 ̸= x2 cannot be the same. Also, note that all lifts of a primitive solution remain
primitive, by the same argument.

The above argument inductively implies that, starting from a single primitive solution in SM , one
can generate at least p(r−1)(k−M) solutions in Sk, which gives a lower bound on the local density at p

δp(n) ≥ p−(r−1)M .

As p is bounded in size by |A|, this completes the proof of the lemma.

Lemma 19. If r ≥ 5 and n is locally represented by Q, then δp(n) ≥ Ω(1) for all p dividing 2|A|.

Proof. The proof strategy will be similar to Lemma 18, in that it suffices to take a primitive solution
to Q(x) ≡pM n and lift it to produce more solutions. However, as we only have the assumption that
n is locally represented modulo p, we also need to construct the primitive solution. Again, we focus
on the case when p is odd, and leave p = 2 to the reader. We also assume Q is diagonalized, i.e.
Q =

∑
i p

aicix
2
i and 2maxi{ai}+ 1 = M .

We have to consider two cases: vp(n) ≥ M and vp(n) < M . The first case is simple, but it is the
case where we use the fact that the rank of the quadratic form is at least 5.

Namely, a quadratic form of rank r ≥ 5 is isotropic in Qp in the sense there exists a nonzero vector
x ∈ Qr

p such that Q(x) = 0. To see why this is true, we recall that all forms in at least 3 variables are
isotropic in Z/pZ. Then, we can write the form Q as Q(y, z) =

∑
i ciy

2
i + p

∑
j djz

2
j = Q1 ⊕ pQ2 over

Qp. At least one of the forms Q1, Q2 has rank ≥ 3, implying it is isotropic over Z/pZ.
Hence, there exists a non-trivial solution (y, z) ∈ (Z/pZ)r to Q(y, z) ≡p 0. Additionally, we may

rearrange the variables and assume y1 ̸≡p 0 or z1 ̸≡p 0. If y1 ̸≡p 0, we fix y2, . . . , yn and look at the
equation Q1(y1, . . . , yn) ≡p 0 as an equation in y1. As

∂
∂y1

Q1(y1, . . . , yn) = c1y1 ̸≡p 0, Hensel’s lemma
implies that the root y1 of this equation can be lifted to give Q1(y1, . . . , yr) = 0 in Qp. Plugging in a
zero vector for z gives Q(y, z) = 0 in Qp, as needed. The case z1 ̸≡p 0 can be dealt with in a similar
fashion after dividing by p once.

We conclude that there exists a nontrivial solution x ∈ Qr
p to Q(x) = 0, which can be scaled by a

power of p to become a primitive solution in Zp. As vp(n) ≥ M , this x satisfies Q(x) ≡pM 0 ≡pM n,
and therefore the solution can be lifted to show the local density is bounded below by Ω(1).

In case vp(n) ≤ M , we can take an arbitrary solution x to Q(x) ≡p2M n and consider α =
min{vp(xi)}. Clearly, α ≤ M/2 as vp(n) ≤ M . Then, we can define x′i = xi/p

α to obtain a primitive
solution x′ to Q(x′) ≡p2M−2α n/p2α. As 2M − 2α > M , this solution can be lifted to give at least

pl−M solutions to Q(x′) ≡pl n/p
2α. Rescaling x′ 7→ pαx′ now provides at least pl−M−2α solutions to

Q(x′) ≡pl n, which shows that δp(n) ≥ Ω(1), thus completing the proof.

Having dealt with all cases in the previous four lemmas, it is easy to see that
∏

p δp(n) = Θ (1) if

r ≥ 5 and
∏

p δp(n) ≥ Ω
(

1
logn

)
if r = 4, which completes the proof of Lemma 13.

Remark. Note that the proof of Lemma 13 actually gives an asymptotic result on the size of σ(n),
which can be extended to get the asymptotics of r(n), by the means of formula 1. In this way, one
can conclude:

r(n) = Θ
(
n

r
2
−1
)
, if r ≥ 5, and

r(n) = Θ

n
r
2
−1
∏
p|n

(
1− χD(p)p

−1
) , if r = 4.

I would like to thank Shilin Lai, Weibo Fu and Nina Zubrilina for helpful discussions about this project.
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